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Abstract
Continuous data types like video and audio require the real-time de-
livery of data fragments from a server’s disks to the client at which
the data is displayed. This paper develops a stochastic model for ana-
lyzing the rate at which data fragments arrive too late at the client and
thus cause display “glitches”. The model is based on deriving the La-
place-Stieltjes transform of the service time distribution for batched
disk service under a multi-user load of concurrently served continu-
ous-data streams, and applying Chernoff bounds to the tail of the ser-
vice time distribution and the resulting distribution of the glitch rate
per stream. The results from the model provide the basis for config-
uring a server and exerting an admission control such that the ad-
mitted streams suffer no more than a specified (small) rate of
glitches with a specified (very high) probability. The model consid-
ers variable display bandwidth both across different streams and
within a single stream, and also the variable transfer rate of modern
multi-zone disks. The accuracy of the model is validated by detailed
simulations.

1 Introduction

Multimedia applications such as news-on-demand or teleteaching
pose challenging performance demands on the underlying storage
servers [GVK95, Chu96, SJ96]. A well known requirement is that
continuous data like video and audio calls for performance guaran-
tees in terms of data delivery time to ensure “hiccup-free” display at
the client site. Such guarantees can be deterministic (e.g., [BGM94,
GK95, ÖRS96, VGG95]), leaning towards the worst case, or sto-
chastic in that the probability for degraded service quality is limited
[CZ94, VGG94, CL96]. For example, the deterministic approach
would ensure that data “glitches” (i.e., data portions that do not ar-
rive in time) do never occur, whereas a stochastic approach would
bound the glitch probability within one data stream by say one per-
cent.

Deterministic guarantees are mandatory for special, extremely
critical applications with a small number of concurrent clients such
as tele-surgery. However, they are feasible only if the resource de-
mands of the concurrently served data streams are modeled conser-
vatively, usually based on simplifying assumptions such as constant
(maximum) and uniform display bandwidth of data objects, and
constant seek time and rotational latency for the server’s disks. By
properly interpreting these performance factors as random variables
with a certain distribution function, a stochastic approach typically
leads to a much better resource utilization at the expense of a certain,
very small probability that resources are overcommitted.

In this paper, we pursue stochastic guarantees for continuous-
data requests. Our objective is to bound the probability that data por-
tions are behind their delivery deadline according to the real-time
display requirements. Being able to predict this glitch probability
can be exploited for configuring the server (choosing the number of
disks, etc.) and, most importantly, the admission control of the serv-
er. Our approach is based on coarse-grained striping of the data
across the server’s disks and a disk scheduling scheme that operates
in rounds, which is the prevalent scheduling approach for video
servers [TPBG93, BGM94, CKY93, GHB94, VGG95, ÖRS96,
CZ96]. When a client request arrives to open a new continuous-data
stream while the server is already serving N ongoing streams, the
new stream is admitted only if the predicted glitch probability for the
new multiprogramming level N+1 does not exceed a specified toler-
ance threshold. Otherwise the request is turned away or postponed
until one or more active streams terminate.

Technically, the stochastic service quality approach is based on
an analytic model for the distribution of the total service time per
round. We first derive the Laplace-Stieltjes transform of this dis-
tribution, and then determine the distribution of the number of
glitches per round. Chernoff bounds [Kle75, Nel95] are applied to
limit the tail of these distributions. Further probabilistic consider-
ations finally yield the desired bound for the number of glitches over
all rounds of one stream. A technical challenge in the first step is to
accurately model the behavior of modern multi-zone disks [RW94,
TCG96a]. Such disks group adjacent tracks into zones and use dif-
ferent numbers of sectors per track on inner and outer zones in order
to fully utilize the raw disk capacity and bandwidth.

To the best of our knowledge, this is the first paper that develops a
reasonably accurate analytic model for the service quality of a multi-
user continuous-data server with multi-zone disks and variable-
bandwidth data objects. Prior work is mostly based on conventional,
single-zone disks and assumes constant seek time and rotational la-
tency as well as constant-bandwidth objects in their models (e.g.,
[BGM94, VGG95, ÖRS96]), or resort to computationally expensive
simulations of the exact disk behavior [CZ96] that seem to be infea-
sible for run-time admission control decisions. The only work mod-
eling disk seek times and disk transfer times as random variables are
[CZ94, VGG94, CL96], and our recent work [NMW97]. However,
with the exception of [NMW97], their stochastic guarantees assume
independent disk seeks rather than the more efficient SCAN policy
for the disk arm positioning, and they rely on the applicability of the
central limit theorem which is often questionable in practice. Also,
none of these models considers multi-zone disks.

Our own prior work [NMW97] has focused on studying the per-
formance impact of continuous-data streams on the service of con-
ventional, “discrete” data requests in a mixed-workload multimedia
server. To this end, [NMW97] has developed a stochastic model for
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the batched disk service of concurrent continuous-data streams. The
current paper extends this model significantly in that it uses a more
realistic model for the size distribution of compressed-video data
fragments and derives much tighter bounds for the probability dis-
tribution of the glitch rate on a per stream basis. In addition and most
notably, the current paper analyzes the influence of modern multi-
zone disks, which has been disregarded in [NMW97]. Studies of the
performance impact of multi-zone disks on continuous-data servers,
on the other hand, have focused on data placement issues, namely,
the layout of constant-bandwidth data objects across zones [Bir95,
GKS96] and the generalization of organ-pipe-like arrangements
[TKKD96, TCG96b].

The rest of the paper is organized as follows. Section 2 introduces
our system architecture. Section 3 develops an analytic model for
predicting the glitch probability. In Section 4, the approach is vali-
dated by comparing the analytic results to simulation studies. Sec-
tion 5 discusses some practical system issues, and Section 6 gives an
outlook on future work. A prototype system based on this new ap-
proach is being built by extending the FIVE experimental file sys-
tem [SWZ94, SWZ96].

2 System Architecture

We assume that clients submit requests for continuous data to the
server. Continuous-data objects like videos, audios, or animations
are composed of sequences of fragments and constitute data streams
that are consumed by the client in a time-constrained way according
to the display bandwidth of the object. We assume that each client
provides a certain amount of memory as a buffer for incoming frag-
ments. The buffer size may vary among clients according to the local
resources available. The buffer size must not be below a certain
minimum allowing the server to deliver a fragment before the pre-
vious one is consumed by the client. We assume a fast and reliable
network with a performance capacity well above our bandwidth re-
quirements, and thus disregard network issues in this paper.

2.1 Data Layout

We consider a single server with D disks. Since video and audio
compression techniques reduce the bandwidth of videos and audios
substantially, we assume that the display bandwidth rdisplay  of a con-
tinuous object is always smaller than the bandwidth rdisk of a single
disk.

Fragments are assigned to disks in a round robin fashion, similar-
ly to the coarse-grained striping approach of [ÖRS96] and the sim-
ple/staggered striping approach of [BGM94] specialized to the case
with cluster size 1 and stride 1. The salient properties that we share
with these approaches are twofold:

• The load is balanced across the disks, assuming that objects are
sufficiently large to be spread across all disks and that most users
consume complete objects (as opposed to fast-forwarding a vid-
eo or viewing only a short prefix).

• The server can sustain more concurrent (but time-wise unrelated)
streams on the same object than it would be possible by multi-
plexing the service of a single disk in case the entire object re-
sided on this disk. With D disks, disk bandwidth rdisk, and object
display bandwidth rdisplay, the server can, in principle, support up
to D � rdisk � rdisplay streams on the same or different objects, un-
der the optimistic and usually unrealistic assumption that multi-
plexing does not lead to a reduction of the effective disk band-
width. (This consideration is for illustration only; the model of
Section 3 does consider the reduction of the effective disk band-
width.)

We consider data objects with variable display bandwidth (also
known as VBR = variable bit rate objects), as compression tech-
niques such as MPEG-2 result in a variable bandwidth over time. In
our scheme, all data fragments stored by the server have the same

display time [CZ96, CBR95], i.e. the time it takes a client to con-
sume a fragment (e.g., a few seconds). As a consequence, fragments
vary in size. By “normalizing” all fragments to the same time length,
we induce a periodic access pattern with a uniform period across all
continuous objects regardless of the display bandwidth differences
between objects and the variation within an object (the latter being
due to compression). This type of fragmentation requires parsing a
continuous object before it is laid out on the server’s disks, but this is
straightforward and inexpensive given that, in most applications,
continuous objects are never modified after their initial insertion.

2.2 Multi-zone Disks

Conventional disks have a fixed number of sectors per track. Thus,
data on inner tracks is stored at a higher areal density than data on
outer tracks. By storing all data at the same, highest possible areal
density, the capacity of outer tracks can be increased. Multi-zone
disks exploit this idea by grouping adjacent tracks into zones, and
allowing more sectors per track in the outer zones than in the inner
zones [RW94]. As the angular velocity is kept constant, this ap-
proach also yields a higher transfer rate for the outer zones. Typical
high performance disks have a capacity and transfer rate ratio be-
tween outer and inner tracks of a factor of two. This is clearly an im-
portant performance factor, especially with the relatively large re-
quest sizes for continuous data (which are in the order of 50 to a few
hundred KBytes).

In this paper, we assume that information about zones is not used
for the placement of data on disk, i.e., the data is uniformly distrib-
uted over all sectors of the disk. More advanced placement schemes
with information about access frequencies should employ a general-
ized organ-pipe permutation [Won83], storing the hottest data at an
optimal point somewhere between the middle and the outermost
track [TKKD96, TCG96b], to find the best compromise between
short seeks and high bandwidth. Taking such placement optimiza-
tions into consideration is left for future work. Note that we assume
the bandwidth requirements of all requests to be less than the band-
width of the innermost zone, such that any data can be stored on any
zone.

2.3 Admission Control and Disk Scheduling

The scheduling consists of a global admission control and a separate
disk scheduler for each disk. Initialization requests for opening a
new continuous-data stream have to pass the admission control first.
Only a limited number of concurrent streams can be sustained.
Therefore, the admission control rejects new initialization requests
when the server load becomes too high. Workload statistics, e.g., on
the distribution of fragment sizes, are fed into the admission control.

Now consider the actual disk scheduling. The periodic pattern of
the requests for the admitted streams suggests a cyclic scheduling
scheme that proceeds in rounds, with a round length t equal to the
display time of a fragment, which is uniform across all fragments.
The round length is a configuration parameter of our architecture;
changing it would require all data to be re-fragmented. During a
round, all requests of the admitted streams have to be served (the or-
der is arbitrary, the corresponding fragments will be displayed by the
clients in the subsequent round). Given that a fragment always re-
sides on a single disk, there are no dependencies among the requests
of one round, so that we can schedule the requests of each disk sepa-
rately, as long as we complete all requests by the end of the round. In
order to minimize disk seeks, we use the SCAN algorithm for the
disk arm movement [SG94] (also known as the ’elevator’ algo-
rithm). With this algorithm, all requests of one round are sorted ac-
cording to their seek position on the disk and are served with one
sweep of the disk arm.

Our approach to find the maximum number of concurrent
streams that can be allowed by the admission control is based on a
stochastic model. Given the length t of a scheduling round, we derive
the maximum number, Nmax, of concurrent data streams that can be
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served during a single round such that the probability for one stream
suffering more than a certain tolerable number of glitches in a certain
number of successive rounds stays below a specified threshold, say
one percent. The computed value of Nmax is then used to drive the
admission control in that only up to Nmax  streams can be admitted.
An admitted stream may receive a small startup delay of up to one
round’s duration; however, given that a round is relatively short (a
few seconds), we are not concerned with this aspect.

3 Analytic Model

In this section we develop a stochastic model that allows us to limit
the glitch probability within one stream of M rounds. We proceed in
three steps. In Section 3.1 we first derive a Chernoff bound [Kle75,
Nel95] for the tail of the probability distribution of the total service
time per round, assuming N concurrent streams on a conventional,
single-zone disk. In Section 3.2 we then extend this result to multi-
zone disks by additionally considering the probability distribution
of the transfer time for one fragment. Finally, Section 3.3 uses the
derived Chernoff bounds to develop a bound for the glitch probabili-
ty of an individual stream. Throughout the section we consider only
one disk and its corresponding load, which is feasible as there are no
scheduling dependencies among different disks (see Section 2).
Thus, all workload parameters, particularly, the multiprogramming
level N, are on a per disk basis, assuming that the load is uniformly
distributed across disks.

3.1 Total Service Time Per Round With Conventional
Disks

The key problem to be solved here is to estimate the total service
time for the N requests of one round, using a SCAN policy for the
disk arm movement. Prior work on this problem used constant worst
case values for the seek and rotational delays between successive
data transfers, or assumed that the total (i.e., accumulated) seek time
of one sweep over the disk equals the maximum seek time of the
disk. This yields a deterministic but unrealistic estimate since it ig-
nores the stochastic nature of rotational delays and the non-linearity
of the disk arm movement [RW94]. The only work addressing this
problem by a profound stochastic model are [CL96] and [CZ94].
[CL96] assumes independent seeks for the N requests rather than the
much better SCAN policy, and arrives at a relatively coarse bound
based on the Tschebyscheff inequality. [CZ94] is also based on inde-
pendent seeks and assumes that N is sufficiently large to apply the
central limit theorem (i.e., consider only the limit N��) and thus
assume that the total service time is normally distributed, which is
not always justified for realistic values of N (e.g., 10 to 50 streams
per disk). In the following we derive a much more accurate stochas-
tic model and a much tighter bound using a recent result on the total
seek time of the SCAN policy [Oya95] and the method of Chernoff
bounds [Kle75, Nel95].

Let TN  denote the total service time for a round with N requests.
Then we have

TN � Tseek ��
N

i�1

Trot,i ��
N

i�1

Ttrans,i (3.1.1)

where Tseek  is the accumulated seek time for one sweep of the SCAN
policy, Trot,i is the rotational delay and Ttrans,i  is the transfer time of
the ith request.

According to [Oya95] Tseek is maximized, under a realistic func-
tion for the seek time, for equidistant seek positions of the N re-
quests. The seek time function itself is assumed to be proportional to
the square root of the seek distance for small distances below a disk-
specific constant, and a linear function of the seek distance for lon-
ger distances, which is in accordance with the studies of [RW94].
Thus, for given disk parameters, the maximum total seek time of a
sweep can be easily computed by assuming the N seek positions to
be at cylinders i*CYL / (N+1) for i=1, ..., N where CYL is the total

number of the disk’s cylinders, and applying the seek time function.
This computation yields an upper bound for Tseek which, other than
depending on N, can now be viewed as a constant, denoted SEEK in
the following.

The N random variables Trot,i  are independently and identically
distributed with a uniform distribution between 0 and the time for
one disk revolution, ROT. Similarly, the random variables Ttrans,i  are
independently identically distributed. This distribution depends on
the distribution of data fragments and the disk’s transfer rate (which
in turn is a function of the revolution speed and the head switch
time). Based on statistical studies of the size distribution of com-
pressed-video data fragments [Ros95, KH95], we assume that
Ttrans,i has a Gamma distribution [All90] with a mean value
E[Ttrans,i] and variance Var[Ttrans,i]. This distribution captures the
variability of request sizes, which in turn is due to the bandwidth
variation within and across objects, and is substantially more realis-
tic than assuming constant request sizes as it is done in most of the
prior work. Note that the following derivation can be carried out also
with other distributions of the data fragment size (i.e., other heavy-
tailed distributions such as Pareto or Lognormal) as long as we can
derive (or approximate) the corresponding Laplace-Stieltjes trans-
form.

So Tseek  is equal to the constant SEEK, and the probability density
functions of Trot,i and Ttrans,i are given by (� denotes the Gamma
function):

frot (x) � 1
ROT

and ftrans (x) �
�(�x)��1 e��x

�(�)
  , (3.1.2)

with � �
E[Ttrans,i]

Var[Ttrans,i]
 and � �

( E[Ttrans,i] )2

Var[Ttrans,i]
,

and their Laplace-Stieltjes transforms [Fel71, Kle75, Nel95] are giv-
en by

T *
seek (s) � e�s SEEK,  T *

rot,i (s) � 1 � e�s ROT

s ROT
,  and

T *
trans,i (s) � 	 �

�� s


�

 . (3.1.3)

The Laplace-Stieltjes transform of TN , which involves the con-
volution of the N-fold convolution of Trot,i  and Ttrans,i, is given by

T *
N (s) � e�s SEEK 	1 � e�s ROT

s ROT



N

	 �
�� s



�*N

(3.1.4)
and the corresponding moment generating function M(s) equals
T *

N (– s). Now we are ready to apply Chernoff’s theorem to bound
the tail of the random variable TN . Namely, the following inequation
holds [Kle75, Nel95]:

P[TN � t] � inf��0

e�� t M(�)� � inf��0 {h(�)} with

h(�) � e�� t e� SEEK 	e� ROT � 1
� ROT



N

	 �
�� �



�*N

. (3.1.5)
For the given form of h, differentiating h and solving h’ = 0 for θ

yields the optimum value of θ to obtain the sharpest bound in the
Chernoff inequation. While we did not manage to obtain a closed
form expression for this result, solving h’ = 0 numerically is
straightforward and very efficient.

So finally, when we consider a round of fixed duration t, the prob-
ability plate(N,t) for not being able to serve the requests of all N
streams within one round of duration t and its bound blate(N,t) are
obtained by
plate(N, t) � P[TN � t] � h(solution of h�= 0)= blate(N, t) (3.1.6)

For example, consider a round length t = 1 second and data frag-
ment sizes with a mean of 200 KBytes and a standard deviation of
100 KBytes which results in E[Ttrans,i] = 0.02174s and
Var[Ttrans,i] = 0.00011815s2 for a disk with a track capacity of 75
KBytes and rotation time ROT = 0.00834 seconds. For this disk and
N = 27, we obtain SEEK = 0.10932 seconds, and the derived upper
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bound for plate is approximately 0.0103. In other words, we can
guarantee with a probability of at least 1 - plate  ≈ 0.9897 that all N=27
requests of one round can be served within the period of length t = 1
second. If our goal is to guarantee the timely service of N requests
with a probability of at least 0.99, then we have to (slightly) lower the
value of N. For N=26 we obtain plate ≈ 0.00225, and this would
achieve the goal. In general, for a given value of t and a threshold �
for plate, we can derive the maximum number of admissible concur-
rent streams as

Nplate
max � max 
N | plate (N, t) � ��. (3.1.7)

3.2 Considering Multi-Zone Disks

The additional performance impact incurred by multi-zone disks is
due to variable track capacity and the variable transfer rate. If we as-
sume that the requested fragments are allocated uniformly across the
sectors of a disk, the variable track capacity induces a skewed dis-
tribution for the tracks that are selected by the requests, with a higher
probability of outer tracks. As for seek times, this increases the prob-
ability for shorter seeks. Note, however, that the worst-case bound
from [Oya95] that we have used in Section 3.1 is valid for multi-zone
disks, too, and we can again adopt this bound for the following anal-
ysis. This simplification is justified as the skewed seek time distribu-
tion has certainly much less of an impact than the variable transfer
rate which may vary by a factor of two between the innermost and
the outermost tracks. Thus, we concentrate on modeling the impact
of multi-zone disks on the distribution of the transfer time.

Consider a multi-zone disk with Z zones, numbered 1 through Z
from the innermost zone to the outermost zone, with zone i having a
per track storage capacity of Ci  and a transfer rate Ri = Ci / ROT. De-
note the capacity of the innermost zone by Cmin  and that of the outer-
most zone by Cmax. Under the assumption that all zones have the
same number of tracks, the probability for a request to hit zone i is
Ci

C
with C ��

Z

i�1

Ci. Thus, the probability for a request to be served

with transfer rate R � Ri is:

P[transfer rate R � Ri] ��
i

j�1

Cj � C. (3.2.1)

By assuming that the track capacity of the zones and thus their
transfer rate increase linearly,  Ci  and Ri are given by

Ci � Cmin�
(Cmax�Cmin) � (i�1)

Z�1
 for i=1,...,Z (3.2.2)

Ri � 	Cmin�
(Cmax�Cmin) � (i�1)

Z�1

� 1

ROT
for i=1,...,Z(3.2.3)

Substituting Ci into (3.2.1) leads to

P[transfer rate R � Ri] �
i Cmin�

Cmax�Cmin
Z�1

(i�1)i
2

C
 , (3.2.4)

and setting r := Ri , solving (3.2.3) for i, and substituting this value of i
into the right hand side of (3.2.4) finally yields the distribution func-
tion Frate(r) for the random variable R:

Frate(r) � P[R � r]

=
(Cmin�ROT�r) � (r�Zr�ZCmin�ROT�Cmax�ROT)

(Cmin�Cmax)Z(Cmin�Cmax)�ROT 2 (3.2.5)

In the following we will treat this distribution as if the transfer
rate R were a continuous random variable, a standard approximation
technique for analyzing discrete distributions. Thus, differentiating
(3.2.5) by r yields the density function frate(r) of the transfer rate:

frate(r) �
2rZ�2r�Cmax�ROT�Cmin�ROT
(Cmin�Cmax)Z(Cmin�Cmax)�ROT 2 (3.2.6)

Now consider the random variable Ttrans  that denotes the transfer
time of a request (i.e., one fragment). This is the quotient of the re-

quest size and the transfer rate. Given a density function fsize(x) for
the distribution of the request size S and the above density function
frate(r), the density function of the transfer time, ftrans(t), is the fol-
lowing convolution-like integral [Fel71]:

ftrans(t) � �
Cmax�ROT

r�Cmin�ROT

frate(r) � r � fsize(t � r) dr, (3.2.7)

which specializes for Gamma distributed requests sizes with mean
E[S] and variance Var[S] (as we assumed in Section 3.1) into a func-
tion of the following form:

ftrans(t) ��
5

i�0

t (i�3) � 	ci � e f0 t � di � e f1 t 
 (3.2.8)

with positive constants c0  through c5, d0 through d5, f0, and f1  that
depend on Cmin, Cmax, Z, ROT, E[S] and Var[S].

The next step would be to compute the Laplace-Stieltjes trans-
form of ftrans  which could then be plugged into the derivation of Sec-

tion 3.1. Unfortunately, the integral T*
trans(s) � �

�

t�0

e�st ftrans(t) dt

cannot be solved in closed form for the obtained form of ftrans(t).
Therefore, we resort to approximating ftrans(t) by a Gamma distribu-

tion with a density of the form 
�(�x)��1e��x

�(�)
, where the parameters

� and � are determined such that the first two moments are identical
to those of the actual distribution ftrans(t). Numerical studies with
typical values of the underlying constants Cmin, Cmax, Z, ROT, and
E[S] and Var[S] show that the relative error of the approximation is
less than 2 percent in the most relevant range of the transfer time
(which is for t between 5 and 100 milliseconds, i.e., between half a
disk revolution and about ten revolutions, given typical disk and
data characteristics). Denote the approximated density function of
the transfer time by fapptrans(t) and its Laplace-Stieltjes transform by
T *

apptrans (s) where

T *
apptrans (s) � 	 �

�� s


�

    (3.2.10)

Now we can proceed analogously to Section 3.1 and construct
the Laplace-Stieltjes transform of the total service time for one
round with N concurrent streams as the convolution of T *

seek, the N-
fold convolution of T *

rot, and the N-fold convolution of T *
apptrans :

T *
N (s) � T *

seek (s) (T *
rot (s))N (T *

apptrans (s))N
 ,        (3.2.11)

Finally, the derivation of Chernoff bounds is analogous to Sec-
tion 3.1 as well, and we obtain:

plate (N,t) = P[total service time for N streams � t]

� inf��0

e�� t T *

N(– �)�

= blate (N,t).     (3.2.12)
Again, the sharpest Chernoff bound is obtained by numerically

determining the minimum (or, more generally, infimum) of
e�� t T *

N (– �) in (3.2.12). For example, for the disk and data charac-
teristics given in Table 1 of Section 4, a round length of t = 1 second,
and a multiprogramming level of N = 26, the probability plate  for not
being able to serve all N requests within the round is at most 0.00324.
Setting N = 27, on the other hand, would lead to a plate  value of
0.0133. Thus, if the goal is to limit the probability of one round being
late by 1 percent, then N = 26 is the maximum admissible number of
concurrent streams.

3.3 Glitch Probability

We first consider the distribution of the number of glitches in one
round, and then derive the number of glitches affecting one stream
that extends over M rounds. When we focus on one stream, we as-
sume that the streams that are affected by glitches (i.e., miss one
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fragment or have one fragment delayed) are selected independently
among the rounds. Given that time-wise successive fragments of the
same stream reside on different disks (see Section 2), this indepen-
dence can be easily ensured by allocating fragments on their disk in a
random manner. (One has to ensure that all fragments of one object
reside in uncorrelated positions of the sweeps of the different disks).
Under this natural condition, we can interpret k glitches in one round
as a random drawing of k out of N streams. Thus, we obtain the prob-
ability that a particular stream is affected by a glitch as:

P[stream i has a glitch in one round]

��
N

k�1

	P[number of glitches per round � k] � k
N

 (3.3.1)

Let Tk denote the total service time for k requests in a single
round. Then equation (3.3.1) can be rewritten as:

P[stream i has a glitch in one round]

� 1
N
�
N�1

k�0

	(N � k) P[ number of served streams = k ]


� 1
N
�
N�1

k�0

	(N � k) 	P[Tk � t] � P[Tk�1 � t]



� 1 � 1
N
�

N

k�1

P[Tk � t]

� 1
N
�

N

k�1

plate(k, t) (3.3.2)

The probability plate (k,t) for not being able to serve all k requests
within one round of duration t can be limited by the Chernoff bound
derived in Section 3.2, equation (3.2.12). Thus there is a bound for
the probability that a single stream suffers from a glitch in one round:

pglitch (N, t) �P[stream i has a glitch in one round]

� 1
N
�

N

k�1

blate (k, t)

� bglitch (N, t) (3.3.3)

Then, the probability for one stream suffering g glitches in M
rounds is

P[stream i has g glitches in M rounds]

� 	Mg 
� ( pglitch (N, t) ) g � (1 � pglitch (N, t) ) (M�g) (3.3.4)

This is a binomial distribution with parameters M and pglitch;
thus, evaluating formula (3.3.4), albeit feasible, would be computa-
tionally expensive. However, for the important case of a binomial
distribution, the following efficiently evaluable Chernoff bound, de-
rived in [HR89], can be applied for g � M � pglitch (N, t) :

perror (N, t, M, g)

� P[number of glitches of stream i in M rounds � g]

� 	M pglitch (N, t)
g 


g

	M � M pglitch (N, t)
M � g



M�g

� 	M bglitch (N, t)
g 


g

	M � M bglitch (N, t)
M � g



M�g

(3.3.5)

For example, for the disk and data characteristics given in Table 1
of Section 4, a multiprogramming level of N = 28, a round length of
t = 1 second, and streams with M = 1200 rounds, the probability that
an individual stream suffers more than 12 glitches (i.e., 1 percent of
M) is at most 0.14*10–3.

Analogously to (3.1.7), for a given value of t, M, g, and a thresh-
old � for perror, we can derive the maximum number of concurrent
streams as

Nperror
max � max {N | perror (N, t, M, g) � �} (3.3.6)

4 Model Validation

To validate the developed analytic model, we compared the predic-
tions of the model with results obtained from detailed simulations,
using the characteristics given in Table 1. The disk parameters corre-
spond to a Quantum Viking 2.1 drive.

number of cylinders CYL 6720

number of zones Z 15

revolution time ROT 8.34 ms

track capacity of innermost zone Cmin 58368 Bytes

track capacity of outermost zone Cmax 95744 Bytes

seek time
seek (d) � 
1.867 * 10–3 � 1.315 * 10–4 d�

3.8635 * 10–3 � 2.1 * 10–6 d

; d � 1344

; d � 1344

mean of fragment size E[S] 200 KBytes

variance of fragment size Var[S] (100 KBytes)2

round length t 1 s

number of rounds M 1200

tolerated number of glitches per
stream

g 12

Table 1: Disk and Data Characteristics of the Simulation

Figure 1 shows the analytically predicted and the simulated val-
ues for plate , the probability for suffering one or more glitches in one
round, as a function of the multiprogramming level N for a round
length t of 1 second. As the chart shows, the analytic model is conser-
vative in that it always overestimates plate , but, on the other hand, the
analytic predictions are sufficiently accurate to be usable for driving
the admission control of a multimedia server. For example, suppose
that the application can tolerate a lateness probability of say 1 per-
cent. According to the analytic model, the multiprogramming level
N would have to be constrained to be at most 26, whereas the simula-
tions show that the system could actually sustain 28 concurrent
streams. This minor suboptimality seems to be an affordable price
for being able to give mathematically derived stochastic service
guarantees rather than relying on pure trial-and-error experimenta-
tion.

For the case where the quality of service constraint is given by the
percentage of glitches that are allowed to occur during the playback
duration of M = 1200 rounds, our simulations show that a
multiprogramming level N of 31 concurrent streams is possible for a
tolerable glitch rate of g/M = 0.01 and a threshold � = 0.01 for perror.

N
Figure 1: Analytically Predicted vs. Simulated plate Probability
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The analytic bound according to (3.3.6) would be 28 concurrent
streams. Numerical results for this scenario are given in Table 2.

number of streams N analytic results
perror

simulation results
perror

28 0.00014 0
29 0.318 0
30 1 0
31 1 0.00678
32 1 0.454

Table 2: Analytic Versus Simulation Results for perror

Comparing this result to a deterministic worst-case calculation
nicely demonstrates the substantial benefit of our stochastic ap-
proach. Namely, a worst-case strategy would limit the number of
concurrent streams N by the following equation

Nwc
max �� t

Tmax
rot � Tmax

seek
� Tmax

trans
� (4.1)

For the values t = 1s, Tmax
rot � 8.34ms, Tmax

seek �18ms, and
Tmax

trans � 71.7ms, which corresponds to the 99-percentile of the
Gamma distribution of the fragment sizes and a disk transfer rate of
Cmin / ROT, we obtain Nwc

max = 10. Even optimistically assuming a
disk transfer rate of (Cmax + Cmin) / (2*ROT) and lowering the re-
quest size, for example, to the 95-percentile of the fragment size dis-
tribution, would not result in significantly better estimations. In this
case, Tmax

trans would be 41.9ms, and the number of concurrent streams
would be limited to Nwc

max � 14.

5 System Issues

The aim of the previous sections was to derive and validate
stochastic guarantees for an upper bound of the glitch rate of
streams. In this section, we discuss how to utilize these results in the
implementation of a multimedia server.

Given a fixed system configuration (i.e., the number and charac-
teristics of the disks) and fixed data characteristics (i.e., the fragment
size distribution), the glitch rate of a stream depends only on the total
number of streams, N, that are concurrently served. Thus, the glitch
rate is bounded with high probability (as derived in Section 3) by al-
lowing only a limited number, Nmax, of concurrent streams. To im-
plement this form of admission control, we suggest using a lookup
table with precomputed values of Nmax for different tolerance
thresholds of the glitch rate. This scheme incurs almost no run-time
overhead. The table has to be updated by re-evaluating the analytic
model only if the disk configuration or general data characteristics
change.

We are currently building a prototype of a multimedia server as
part of the Esprit long-term research project HERMES [Her96]. The
prototype is able to handle multimedia data of different types, with
different bandwidth requirements, and also variable bandwidth
within an object, as required by MPEG-2. The architecture of our
server in terms of data placement and load balancing is based on the
FIVE prototype [SWZ94, SWZ96], an experimental file system for
parallel disk systems. We are currently extending FIVE to support
the presented admission control.

6 Future Work

Except for requiring a minimal buffer on the client site for incoming
fragments, we have disregarded buffering issues so far. In the ad-
vanced multimedia applications that we are aiming at, many clients
are quite powerful PCs or workstations that have memory and also
local disk resources available. Buffering data on the server and/or
the client would enable a more efficient disk scheduling by preload-

ing fragments ahead of time and saving resources for heavy-load pe-
riods later. This is an issue for further research.

We assume that advanced multimedia applications such as digi-
tal libraries or teleteaching will exhibit a mixed workload with mas-
sive access to continuous data as well as to conventional, “discrete”
data such as HTML text documents and images. We advocate shar-
ing disks between continuous and discrete data, as this provides a
much better resource utilization from both a disk space and a disk
bandwidth point of view. [NMW97] has investigated a first ap-
proach to the analytic modeling of such mixed-workload multime-
dia servers, but its model is not sufficiently accurate in several re-
gards. We plan to refine this line of models towards multimedia in-
formation systems with accurately predictable performance and
quality of service.
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